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Figure 1: HybridTrak is a VR full-body tracking solution that augments inside-out upper body tracking with a single uncal-
ibrated webcam for lower body tracking. This approach provides accurate lower-body tracking, which normally requires a
cumbersome outside-in VR setup, with similar convenience to inside-out tracking. We developed a novel full-neural solu-
tion that combines estimated 2D poses from the webcam and upper-body positions and orientations from the VR headset
to produce 3D poses of the user in VR coordinates. By emulating virtual devices, HybridTrak is compatible with current VR

applications that support full-body tracking on SteamVR.
ABSTRACT

Full-body tracking in virtual reality improves presence, allows in-
teraction via body postures, and facilitates better social expres-
sion among users. However, full-body tracking systems today re-
quire a complex setup fixed to the environment (e.g., multiple light-
houses/cameras) and a laborious calibration process, which goes
against the desire to make VR systems more portable and inte-
grated. We present HybridTrak, which provides accurate, real-time
full-body tracking by augmenting inside-out!upper-body VR track-
ing systems with a single external off-the-shelf RGB web camera.
HybridTrak uses a full-neural solution to convert and transform
users’ 2D full-body poses from the webcam to 3D poses leveraging
the inside-out upper-body tracking data. We showed HybridTrak
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is more accurate than RGB or depth-based tracking methods on
the MPI-INF-3DHP dataset. We also tested HybridTrak in the pop-
ular VRChat app and showed that body postures presented by
HybridTrak are more distinguishable and more natural than a solu-
tion using an RGBD camera.
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!Inside-out tracking or egocentric pose estimation means that the tracking camera is
worn on the user’s head. The system locates itself by looking at the environment and
locates other body parts according to the camera position. While outside-in tracking
means that the cameras are grounded to the environment.
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1 INTRODUCTION

Virtual reality (VR) has great potential in many applications includ-
ing social networks, gaming, and entertainment. However, current
widely adopted VR systems can only track the user's head and
hands positions, and not the rest of the user's body. Therefore, most
VR apps today either only render the user's upper body or pre-
dict the user's lower body position according to their upper body
movements. The resulting oating avatars and unsynchronized
leg movements may break the user's illusion, hinder the user's
expression, and limit the types of apps that developers can build.
However, current full-body tracking solutions have various limi-

tations. Sensor-based or outside-in tracking can produce accurate

results, but users need to either wear bulky 3D positional trackers
all over their body fL{, or use RGBD cameras that require extensive
calibration and are hard to acquiré] (outside-in tracking). On the
other hand, recent commercial VR upper-body tracking systems
rely on egocentric tracking cameras (referred toiaside-out track-
ing), which require minimal setup, greatly reduce the barrier of
entry to VR, and are generally preferred by usérsiowever, re-
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(1) A novel system design that can provide a robust and accurate
full-body tracking capability for VR with the addition of a
single uncalibrated RGB camera.

(2) We introduce a full-neural full-body tracking solution for
VR that is more accurate than a baseline that requires an
RGBD camera. Whereas the baseline RGBD algorithm gets a
Mean Per Joint Position Error (MPJPE) of 0.136m and a Mean
Per Joint Rotation Error (MPJRE) of 0.609rad, HybridTrak
achieves a better result of 0.098m and 0.282rad, respectively.

(3) Auser study using a popular VR chat room application shows
that body postures presented by HybridTrak are more distin-
guishable and more natural compared to an RGBD camera-
based tracking system.

2 RELATED WORK

The related work to HybridTrak can be categorized as: 1) Vision-
based 3D body pose tracking 2) Non-vision-based 3D body pose
tracking, and 3) Other hybrid pose tracking methods.

2.1 Vision-based 3D body pose tracking

Similar to HybridTrak, prior work has tried to use computer vision
to detect 3D body poses for a variety of applications. Traditionally,

search has shown that egocentric cameras cannot provide adequate vision-based 3D pose tracking is done with an RGBD caméra [

tracking for the lower body due to intra-body occlusion [1].

Combining the advantages of inside-out and outside-in tracking,
we present HybridTrak, which o ers an economical, calibration-
free, and user-friendly solution for full-body tracking. The novel
combination of a single uncalibrated camera and existing inside-
out upper-body tracking of HybridTrak is optimal for full-body
tracking: the former can see the user's feet without occlusion of
the user's upper body (more discussion in Section 5.1); the latter
can see the user's hands. HybridTrak rst generates 2D full-body
poses from the webcam and 3D upper-body poses from an o -the-
shelf inside-out tracking system. These data are fed into a pose
conversion neural network to produce the lower-body positions
and orientations. Combined with the upper body positions from
the egocentric cameras, our full-body tracking data can be used by
any SteamVR app without requiring any modi cations.

We evaluated HybridTrak by objective performance comparison
on existing datasets and subjective perception evaluation on pose
naturalness and clarity. For objective performance comparison, we
found our hybrid tracking setup to be better than using a calibrated
RGBD camera with a naive algorithm for lower-body tracking (on
the Human3.6m dataself]). We also found our algorithm to be
better than a baseline algorithm built with VNec2B (on the MPI-
INF-3DHP P4 dataset). For pose naturalness and clarity, we found
that users # = 12 can di erentiate ve di erent poses with com-
plex lower-body motion with a higher accuracy using HybridTrak
than the other two solutions (RGBD camera and upper-body only

19 43. However, RGBD cameras usually have a limited range, are
error-prone in sunlight, and are not accessible to every VR user.
RGB cameras are cheaper and have fewer of those restrictions.
Recently, many have researched the area of 2D human body pose
estimation using a single RGB camef® b, 8, 40. However, when

it comes to 3D pose estimation with a single RGB camera, it is hard
to estimate the size and global position of the skeleton because
these systems lack information on the distance between the user
and the camera.

Most of the prior work uses either visual cueg,[25 27], tem-
poral geometry cuesl§ 29, or both [6] to deduce a 3D skeleton
from one or more 2D images. These algorithms are usually compu-
tationally intensive, preventing them from being used in a latency-
sensitive scenario such as VR. Also, these algorithms usually predict
the body pose in a coordinate system that is relative to one of the
joints of the user's body, usually the pelvis, which makes it hard to
project the tracking result onto the VR tracking space. Some prior
work tries to estimate the global position in real-time by data- tting
the estimated 3D pose with the 2D po2&[ 26, but this requires
accurate knowledge of the intrinsic and extrinsic parameters of the
camera and is prone to noise in the predicted skeleton sizes, which
would result in awkward o sets in the camera direction. In VR,
as the user's viewport information is estimated by a much faster
and more accurate system (VR tracking), any drift between the
full-body tracking and the user's viewport may dislocate the user's
body from their head, which is very disturbing for the user. In con-

tracking). We also found that users rated the poses generated by trast, HybridTrak processes the image data with the conventional

our system more natural than the baselines.
The contributions of this project include:

2Users show clear preference for inside-out tracking systems as the adoption of these

systems increased from 6.4% to 67% in just a year (according to the Steam hardware sur-

vey between August 2020 and August 2021 https://store.steampowered.com/hwsurvey)

(faster and more accurate) VR upper-body tracking information,
which does not require calibration and produces a more accurate
and coherent full-body 3D pose estimation.

Besides single-camera 3D pose estimation, researchers have also
tried to use multiple cameras for full-body tracking. They usually
leverage multiple neural networks to detect 2D poses in each camera
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and fuse the partial results to yield more accurate 3D poses 32.
However, this requires the user to have a calibrated multi-camera
setup, which is expensive and hard to con gure. Other prior work
leverages single or multiple cameras on the user's botiy1p, 34,

36, 41]. However, due to lens distortion and body obstruction, the
accuracy of these systems is still pretty low, especially in the leg
area, which is problematic for current VR tracking systems.

2.2 Non-vision-based 3D body pose tracking

Other body pose estimations have been proposed that are not based
on computer vision. Commercial motion capture systems, such
as Vicon Bg and OptiTrack R§ use multiple cameras and retro-

re ective dots positioned on the user's body to accurately track
multiple positions on the user's body. While being used as ground
truth in many pose tracking datasets, their expensive and compli-
cated setup prevents them from being widely adopted by average
VR users. Others have proposed using wearable trackers that are
coupled with an external xed tracking reference, such as solu-
tions presented by Islam et gJ16], Pintaric and Kaufmanf30],

and SteamVR tracking3d. These systems usually o er a limited
number of tracking points and require a xed reference hardware
setup and calibration before usage. Other alternative methods have
also been proposed, such as using a pressure-sensitive 4jor [
radio signals £, or multiple IMUs [35. However, the accuracy
obtained by these solutions is usually limited.

2.3 Other hybrid pose tracking methods

Researchers have also explored di erent pose tracking methods
by processing input from multiple sources. These approaches are
mostly focused on fusing IMU and vision-based pose estimation.
Pons-Moll et al[31] rst proposed the idea of combining IMU data
with RGB images to produce better tracking results. More recently,
researchers proposed using neural networks and information from
multiple RGB cameraslfl, 23 37. Such work improved accuracy
by adding inputs in more modalities, but at the cost of more com-
plicated setups. In contrast, HybridTrak improves the accuracy of
vision-based tracking by using existing VR tracking systems to
minimize the setup cost.

3 SYSTEM DESIGN

We present the system design of HybridTrak in this section with
an overview of how the HybridTrak system works, as well as our
design rationale, the neural networks used by HybridTrak, and
other implementation details.

3.1 Design considerations

HybridTrak aims to provide regular consumers accurate full-body
tracking with minimal setup overhead. HybridTrak uses a single
uncalibrated webcam and a common inside-out upper body track-
ing system. The user only has to place a camera in a place where
the user's body can be seen without occlusion, put on the VR head-
set and controllers, and enter the VR as usual. To give the user a
seamless and responsive experience with HybridTrak, we designed
the system with the following goals:

(1) Calibration free (no need for the extrinsic and intrinsic ma-
trix of the camera),
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Figure 2: System architecture of HybridTrak: HybridTrak
rst processes the webcam footage to extract normalized 2D
poses. HybridTrak's pose-conversion neural network then
processes the 2D poses from the webcam and the upper-body
tracking coordinates from an existing VR tracking system
and converts the 2D poses to lower-body 3D poses in VR co-
ordinates. Finally, HybridTrak can emulate virtual tracking
devices with the user's lower body tracking points and pass
through the data from inside-out tracking devices for the up-
per body. In this way, VR applications that support full-body
tracking on SteamVR can work without modi cation.

(2) Accurate global positions, and
(3) Provide input that is compatible with existing VR systems.

To render the body pose in VR properly, we need the user's pose
in global coordinates in the real world space (z-axis is up). Also, we
wish to minimize the calibration process. While most prior work
can only predict the body poseelativeto a body joint with an RGB
camera, some prior workd4 demonstrated methods to get the
global coordinates from 2D images. However, their method relies
on the accurate intrinsic and extrinsic matrix of the camera as well
as an estimation of the body skeleton of the user from the 2D im-
age, which is not always reliable. The resulting 3D poses may have
accuracy and latency that is acceptable for 2D games like those
built for the Kinect, but they do not meet the standard of keeping
people immersed and preventing them from getting dizzy in VR.
If these poses are used directly with existing VR headset tracking,
without calibration and without reliable skeleton size estimation,
the projected pose positions in world coordinates are likely to have
an o set from the user's headset position, which is very disori-
enting. Since inside-out/egocentric tracking for the upper-body
is common and e ective in commercial systems, we leverage the
upper-body tracking data to provide a calibration-free and accurate
lower-body pose estimation. In upper-body tracking systems, the
controllers held by the users contain markers and a motion sensor.
thus they can track the hand positions more accurately and reliably
than image-based pose estimation. We use those tracking points to
project the detected 3D pose back to the VR space.

HybridTrak is designed to work with existing VR systems to
provide the full-body 3D poses to VR applications. Currently, most
of the VR applications with full-body support use what is called a
six-point format. It consists of the position and orientation of the

3see https://docs.vrchat.com/docs/full-body-tracking
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Figure 3: We augmented the COCO dataset with images of
people wearing VR headsets and re-trained an improved
pose_resnet model with four more key points in the output.
The augmented dataset solves the problem that the origi-
nal model may treat part of the user's body as ipped when
the user's face is blocked by the VR headset. The added key
points allow HybridTrak to accurately estimate feet orienta-
tion.

user's head, waist, two hands, and two feet. However, most pose-
tracking algorithms today predict only the position, and not the
orientation, of many more joints in the user's body, while existing
VR games want the position and orientation of a smaller number
of joints. HybridTrak is fully compatible with existing VR applica-
tions as it directly generates the waist and feet tracking points that
include both the position and the orientation. HybridTrak can also
be con gured to output more position points to provide a more
accurate estimation of the user's full skeleton.

3.2 System architecture
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3.3.1 Generating 2D Pos€smmon 2D pose detectors usually
output 2D poses in the 17-key point COCO formdt7] 27. Al-
though these points are su cient for representing positions of the
user's body parts, they lack information about the orientation of the
user's limbs. For HybridTrak, we especially care about the user's
feet orientation, as they represent 6 out of the 18 degrees of freedom
in the user's lower body. Another problem regular pose detectors
have is that their accuracy sometimes relies on the fact that the
user's face is uncovered. In practice, we observed that a vanilla pose
estimation model tends to predict that the user is facing backwards
when the VR headset is blocking their face.

To address this problem, we trained our improved version of
the pose_resnet modedi{). Pose_resnet is a 2D pose estimation
neural network that uses a ResNet as the backbone for feature
extractions and adds a few deconvolutional layers over the last
convolution stage in the ResNet. It can provide great accuracy even
when the user has overlapping body parts and is standing in front
of a complex background. We added to pose_resnet extra feet key
points from the COCO-Wholebodyl[] dataset. We also augment
the training data by generating images with an overlaid headset
from the original COCO dataset. To do so, we tted a VR headset
onto a human head model and measured the 3D positions of the
key points on the head (nose, eyes, and ears from the COCO key
points, eye corners, ear corners, and chin from COCO-Wholebody
key points). We computed the 3D pose estimation for the headset
from these key points and overlaid the projected headset model
back onto the images in the COCO dataset. The results of the model
before and after our modi cation are shown in Figure 3.

On a side note, pose_resnet is chosen because it strikes a good
balance between accuracy and speed. For comparison, we tried
other top-down 2D body pose trackers like HRNet or OpenPose
for 2D pose tracking; however, they are noticeably slower than

With these design considerations, the overall architecture of Hybrid TraRose_resnet and o er limited accuracy improvement for our use

is shown in Figure 2. HybridTrak accepts input from two sources:
2D poses from an RGB camera and 3D upper-body inside-out track-
ing data. To generate the 2D poses input, we use a modi ed version
of pose_resnet4Q that works well with users' images (even when
the VR headset is blocking their face) and can output extra key
points to provide the necessary foot orientation for VR full-body
tracking. For 3D poses, we use the internal headset and controller
tracking provided by the Oculus Quest. We use a pose-conversion
neural network that accepts the 2D poses and the 3D upper body
VR tracking data to produce 3D poses. By leveraging the tempo-
ral information from 2D poses and 3D upper-body tracking data,
HybridTrak can generate accurate 3D poses in VR space without
requiring prior calibration. Finally, we present the generated 3D
poses as virtual trackers to SteamVR, which allows unmodi ed
applications to read lower body tracking data from virtual trackers
generated by HybridTrak and get upper-body tracking data from
existing headsets and controllers.

3.3 HybridTrak algorithm
The HybridTrak algorithm consists of two steps:

(1) Generate 2D poses from the webcam.
(2) Map the coordinates of the 2D poses to those of the 3D poses.

cases (average precision from 73.7 to 77.0 on COCO test set for
HRNet). Notably, HRNet is less computationally intensive in theory,
but it runs slower on current hardware (acknowledged by the au-
thors on GitHul"). Other bottom-up pose trackers perform better
when there are multiple people, but that is rarely the case for VR
pose tracking. In our early experiments, we also found top-down
pose trackers to be more robust against self-occlusion, which is
common for VR.

We evaluated the accuracy of the model based on accuracy on the
COCO evaluation dataset with our headset augmentation. We found
that the model trained on our augmented dataset yields an average
precision (see COCO human pose benchma?3 for de nition) of
72.2, while a baseline model trained on the original COCO dataset
had an average precision of 65.4.

3.3.2 2D pose to 3D pose with coordinate mapping key chal-
lenge in HybridTrak is the mapping of the 2D pose coordinates to
lower-body 3D poses that are consistent with the 3D upper-body
tracking points (VR coordinates). We train a pose conversion neu-
ral network to directly process 2D poses from the webcam and 3D
tracking data from the inside-out upper-body tracking system and
use those to output the 3D poses in VR coordinates.

4see https://github.com/leoxiaobin/deep- high-resolution-net.pytorch/issues/26
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